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§1. Introduction

Take an odd number x > 0. Then 3x+1 is even and one can find an integer k > 0

so that y = 3x+1
2k is again odd. We get in this way the mapping T, Tx = y. It is

clear that except being odd y is also not divisible by 3. By this reason the natural

domain for T is the set ⊓ of positive x not divisible by 2 and 3. The point x = 1 is

the fixed point of T and it is the famous (3x+ 1)–problem which asks whether it is

true that for every x ∈ ⊓ one can find n(x) such that Tn(x)x = 1. The best references

concerning this problem are the expository paper by J. Lagarias [L] and the book by

G. Wirsching [W], see also the annotated bibliography on (3x+1)–problem prepared

by J. Lagarias. There one can find a lot of information about the history of the

problem and its various modifications. We call the statistical (3x + 1)–problem the

basic question for x belonging to a subset of density 1. In this paper we discuss some

version of the statistical (3x+ 1)–problem.

⋆Mathematics Department of Princeton University and Landau Institute of Theoretical Physics
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The main result of this paper is the following Structure Theorem which we formu-

late now and prove in §2.
We have ⊓ = 1 ∪ ⊓+1 ∪ ⊓−1 where ⊓+1 = {6p+ 1, p > 0}, ⊓−1 = {6p− 1, p > 0}.

Let us write if in the definition of T we divide 3x + 1 by 2k. Fix k1, k2, . . . , km,

kj > 0 and integer, 1 ≤ j ≤ m. We ask what is the set of x ∈ ⊓ to which one can

successively apply T (k1), T (k2), . . . , T (km). The Structure Theorem gives the answer.

Structure Theorem. Let k1, . . . , km be given and ǫm = ±1. The set of x ∈ ⊓ǫm to

which one can apply T (k1), T (k2), . . . , T (km) is an arithmetic progression Σ(k1,... ,km,ǫm)

= {6 · (2k1+k2+···+kmp + qm) + ǫm} for some qm = qm(k1, . . . , km, ǫm), 1 ≤ qm ≤
2k1+···+km . The image T (km) ·T (km−1) · · ·T (k1) (Σ(k1,... ,km,ǫm)) = ∧(m)

rm,δm
= {6(3mp+

rm)+δm} for some rm = rm(k1, . . . , km, ǫm), 1 ≤ rm ≤ 3m, and δm = δm(k1, . . . , km, ǫm) =

±1. Even more, for each p > 0 T (km), T (km−1) · · ·T (k1) (6(2k1+···+kmp+ qm) + ǫm) =

6(3mp+ rm) + δm with the same p.

The proof of this theorem goes by induction. First we check the statement for

m = 1 and then derive it for m + 1 assuming that it is true for m. A. Kontorovich

has a shorter proof of this theorem.

This theorem plays the role of symbolic representation in dynamics.

In §3 we prove a simple statistical statement which follows directly from the Struc-

ture Theorem. Take x0 ∈ ⊓, xm = Tmx0, ym = ℓn xm and zm = ym − y0. Assume

that 1 ≤ m ≤ M and

ω
(m

M

)

=
zm +m(2ℓn 2− ℓn 3)√

M
.

We show that ω(t), 0 ≤ t ≤ 1, behave as Wiener trajectories. More precisely, let

M = 2n, n → ∞, τ1 = t1
2n , τ2 = t2

2n , . . . , τs = ts
2n where t1, t2, . . . , ts are integers,

0 ≤ tj < 2n, 1 ≤ j ≤ s, and τ1, . . . , τs are fixed. Consider the following probability

Pn = P{x0|a1 ≤ ω(τ1) ≤ b1, . . . , as ≤ ω(τs) ≤ bs}

Here, a1, b1, . . . , as, bs are fixed numbers. The probability P of a set is understood as

the density of this set wrt ?? provided that the density exists. The following theorem

holds.

Theorem 3.1. The probability Pn tends as n → ∞ to the probability given by the

Wiener measure with the zeroth drift and some diffusion constant σ > 0.



STATISTICAL (3x+ 1) – PROBLEM 3

In §3 we prove it for s = 1. General case can be obtained in a similar way.

An analogous theorem was proven recently by K. A. Borovkov and D. Pfeifer (see

[BP]).

In §4 we study some properties of rm(k1, . . . , km, ǫm). Technically the most impor-

tant part is in §5 where we analyze the ensemble of those (k1, k2, . . . , km, ǫm) for which

k1 + k2 + · · ·+ km = k and rm(k1, k2, . . . , km, ǫm) = rm, δm(k1, . . . , km, ǫm) = δm are

fixed.

During the work on (3x+ 1)–problem I had many discussions with A. Bufetov,

N. Katz, A. Kontorovich, L. Koralov, J. Lagarias, and T. Suidan. It is my pleasure

to thank all of them for very useful contacts. The criticism from J. Lagarias was

especially important. He found a serious gap in the previous version of this paper. I

am planning to discuss the related questions in a forthcoming publication. I thank

also a referee for many useful remarks. The financial supports from NSF, grant

DMS–0070698 and RFFI, grant N99–01–00314 are highly appreciated.

§2. The Structure Theorem

The formulation of the Structure Theorem was given in §1. Here we give its proof.

First we consider the case m = 1.

Assume that ǫm = +1 and take x = 6p+ 1 ∈ ⊓+1. For given k1 we should have

3x+ 1 = 18p+ 4 = 2k1(6t+ δ1)

for some δ1 = ±1.

a1) k1 = 1. Then

9p+ 2 = 6t+ δ1.

This shows that p has to be odd, p = 2p1 + 1 and

6(3p1 + 2)− 1 = 6t+ δ1.

Therefore in this case δ1 = −1, t = 3p1 + 2, i.e. q1(1,+1) = 1, r(1,+1) = 2.

a2) k1 > 1. In this case

9p+ 2 = 2k1−1(6t+ δ1).
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This shows that p has to be even, p = 2p1 and

6 · 3p1 = 6 · 2k1−1t+ δ12
k1−1 − 2 . (2.1)

The number δ12
k1−1−2 is even. The value δ1 should be chosen so that δ1·2k1−1−2 ≡ 0

(mod 3). If k = 3, 5, 7, . . . then δ1 should be −1. If k = 2, 4, 6, . . . then δ1 = 1. In

other words, δ12
k1 ≡ 1 (mod 3). Since δ1 = δ−1

1 the last expression takes the form

δ1 ≡ 2k1 (mod 3) , (2.2)

i.e. δ1 is uniquely determined by k1.

Returning back to (2.1) we have

3p1 − 2k1−1t =
δ12

k1−2 − 1

3
.

Let us write p1 = 2k1−1s+ q̄1, t = 3s+ r̄1. For q̄1, r̄1 we have the equation

3q̄1 − 2k1−1r̄1 =
δ12

k1−2 − 1

3
. (2.3)

If δ1 = 1 then rhs of (2.3) is non–negative and less than 2k1−1. If k1 = 2 then

it is zero and the solution to the equation (2.3) takes the form q̄1 = 2, r̄1 = 3, i.e.

q(2,+1) = 4, r1(2,+1) = 3.

If k1 > 2 then rhs of (2.3) is positive. Consider the abelian group Z
k1−1

2 of numbers

mod 2k1−1. The multiplication by 3 is an automorphism of this group.

(2.3) is the equation for q̄1 in Zk1−1
2 and it has a unique solution. The value

r̄1, 1 ≤ r̄1 ≤ 3 is also defined uniquely. Thus q(k1,+1) = 2q̄1, r(k1,+1) = r̄1.

If δ1 = −1 then rhs of (2.3) is negative. We rewrite (2.3) as follows:

3q̄1 − 2k1−1(r̄1 − 1) = 2k1−1 +
δ12

k1−2 − 1

3
. (2.4)

Now rhs is positive and we can use the same arguments as before to find 0 < q̄1 ≤
2k1−1, 0 ≤ r̄1 − 1 < 3. Therefore r(k1,+1) = r̄1, 1 ≤ r̄1 ≤ 3.

The case x ∈ ⊓−1 is considered in a similar way. We write x = 6p− 1, p > 0. For

given k1 we have the equation

3x+ 1 = 18p− 2 = 18p′ + 16 = 2k1(6t+ δ1)
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for p′ = p− 1 ≥ 0 and some δ1 = ±1.

a1) k1 = 1. Then

9p′ + 8 = 6t+ δ1 .

This shows that p′ has to be odd, p′ = 2s+ 1 and

18s− 6t = −17 + δ1 .

Therefore δ1 = −1 and 3s + 3 = t. From the last expression p′ = 2s + 1, i.e.

q(2,−1) = 1, r(2,−1) = 3 and s = 0.

a2) k1 > 1. Then

9p− 2 = 2k1−1(6t+ δ1) .

p has to be even, p = 2p1, p1 > 0 and

9p1 − 2k1−2 · 6t = 2k1−1δ1 − 8 .

The last expression shows that p1 also has to be even, p1 = 2p2, p2 > 0 and

9p2 − 3 · 2k1−2t = 2k1−2δ1 − 4 .

Rhs must be divisible by 3. This gives 2k1−2δ1−4 ≡ 0 (mod 3) or 2k1 ≡ δ1 (mod 3).

We get the equation

3p2 − 2k1−2t =
2k1−2δ1 − 4

3
(2.5)

If k1 = 4, δ1 = 1, then rhs of (2.5) is zero and p2 = 2k1−2s, t = 3s, s > 0. In other

words, p = 24s, t = 3s, q1(4,−1) = 0, r1(4,−1) = 0. In order to comply with the

formulation of the theorem we change our choice to q1(4,−1) = 24, r1(4,−1) = 3 and

p ≥ 0.

If k1 = 2 then δ1 = 1 and it is easy to check that q(2,−1) = 3, r(2,−1) = 2.

If k1 > 4, δ1 = 1 we argue as before. Rhs of (2.5) is positive and less than 2k1−2.

We put p2 = 2k1−2s+ p̄2, t = 3s+ t̄ and for p̄2, t̄ we get the equation

3p̄2 − 2k1−2t̄ =
2k1−2δ1 − 4

3
(2.6)

which has the unique solution p̄2, 0 < p̄2 ≤ 2k1−2, and t̄, 1 ≤ t̄ ≤ 3. This gives

p = 2k1s + 4p̄2, t = 3s+ t̄, i.e. q1(k1,−1) = 4p̄2, r1(k1,−1) = t̄.
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If δ1 = −1 and rhs of (2.6) is negative we modify it as before

3p̄2 − 2k1−2(t̄− 1) = 2k1−2 +
2k1−2δ1 − 4

3
(2.6′)

Now rhs of (2.6′) is positive and we can find 1 ≤ p̄2 ≤ 2k1−2, 0 ≤ t̄− 1 < 3 satisfying

(2.6′). Then p = 2k1s+ 4p2, q(k1,−1) = 4p̄2 and r1(k1,−1) = t̄, 1 ≤ t̄ ≤ 3.

The casem > 1 is considered by induction. Suppose that for somem ≥ 1 the Struc-

ture Theorem is proven, i.e. T (km)·T (km−1) · · ·T (k1)(6(2k1+···+kms) +qm(k1, . . . , km, ǫm)) =

6(3ms + rm(k1, . . . , km, ǫm)) + δm(k1, . . . , km, ǫm). Denote x = 6(3ms + rm) + δm.

Then 3x+ 1 = 2km+1y where y is odd and

6(3m+1s+ 3rm) + 3δm + 1 = 2km+1y

or

3 · 3m+1s+ 9rm +
3δm + 1

2
= 2km+1−1y . (2.7)

If km+1 = 1, δm = 1 then (2.7) takes the form

3 · 3m+1s+ 9rm + 2 = y .

If rm is even, rm = 2r
(1)
m , then s must be odd, s = 2s1 + 1,

3 · 3m+1(2s1,+1) + 9 · 2r(1)m + 2 = y ,

or

6

(

3m+1s1 + 3r(1)m +
3m+1 + 1

2

)

− 1 = y .

This shows that δm+1 = −1, rm+1 (k1, . . . , km+1, ǫm+1) = 3r
(1)
m + 3m+1+1

2
, qm+1 =

gm + 2k1+···+km .

If rm is odd, rm = 2r
(1)
m + 1 then s has to be even, s = 2s1 and

6(3m+1s1 + 3r(1)m + 2)− 1 = y .

We conclude that δm+1 = −1, rm+1(k1,...,km+1, ǫm+1) = 3r
(1)
m + 2, qm+1 = qm.

The case km+1 = 1, δm = −1 is considered in a similar way.
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Now let km+1 > 1. If rm is even, rm = 2r
(1)
m and δm = 1 then s has to be even,

s = 2s1 (see (2.7)) and from (2.7)

6 · 3m+1s1 + 18r(1)m + 2 = 2km+1−1y . (2.8)

If y = 6t + δm+1 then 2km+1−1δm+1 − 2 must be divisible by 2. Therefore it has to

be divisible by 6. Since it is always divisible by 2 it has to be also divisible by 3. As

before, this shows that the value of km+1 determines the value of δm+1 for which this

is true. The corresponding condition takes the form

2km+1 ≡ δm+1 (mod 3) . (2.9)

From (2.8)

2km+1−1t− 3m+1s1 = 3r(1)m − 2km+1−2δm+1 − 1

3
.

A general solution of the last equation is t = 3m+1s2 + q̄m+1, s1 = 2km+1−1s2 + r̄m+1

or s = 2s1 = 2km+1s2 + 2r̄m+1. This gives already one of the statements of the

Structure Theorem. For r̄m+1, q̄m+1 we have the equation

2km+1−1r̄m+1 − 3m+1q̄m+1 = r(1)m +
1− δm+12

km+1−2

3
(2.10)

Now we argue in the same way as in the case of m = 1. If rhs of (2.10) is non–

negative, we can always find unique r̄m+1, q̄m+1, 1 ≤ r̄m+1 ≤ 3m+1, 1 ≤ q̄m+1 ≤
2km+1−1, for which (2.10) is true.

If rhs of (2.10) is negative we modify it as follows

2km+1−1(r̄m+1 − 1)− 3m+1q̄m+1 = 2km+1−1 + r(1)m +
1− δm+12

km+1−2

3
.

Now the rhs is positive and we can find a solution for which 1 ≤ q̄m+1 ≤ 2km+1−1, 1 ≤
r̄m+1 ≤ 3m+1. In all cases qm + 2r̄m+1, rm+1 = q̄m+1.

If rm is odd, rm = 2r
(1)
m + 1 and δm = 1 then

3 · 3m+1 · s+ 18r(1)m + 11 = 2km+1−1y (2.11)

and s has to be even, s = 2s1 + 1. This yields

6 · (3m+1s1 + 3r(1)m + 2) + 3m+2 − 1 = 2km+1−1(6t+ δm+1)
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and thus 3m+2 − 1 − 2km+1−1δm+1 must be divisible by 6. Therefore δm+1 should

be such that 2km+1−1δm+1 + 1 is divisible by 3 which is equivalent to 2km+1 ≡ δm+1

(mod 3). It is clear that 3m+2 − 1− 2km+1−1δm+1 is even.

Now we write as before

t = 3m+1s2 + q̄m+1, s1 = 2km+1−1s2 + r̄m+1 ,

and get for q̄m+1, r̄m+1 the equation

2km+1−1q̄m+1 − 3m+1rm+1 = 3r(1)m + 2 +
3m+2 − 1− 1km+1−1δm+1

6
.

This shows that rm+1 = q̄m+1, qm+1 = 2r̄m+1 + qm. The case δm = −1 is considered

in a similar way. The Structure Theorem is proven.

§3. A Corollary of the Structure Theorem

Take x0 ∈ ⊓ and put xm = Tmx0, ym = ℓn xm, zm = ym − y0, m ≥ 1.

Consider the probability

Pm(a, b) = P

{

x0

∣

∣a ≤ zm +m(2ℓn 2− ℓn 3)√
σm

≤ b

}

.

Here a, b are fixed numbers, σ > 0 is a constant which will be described during the

proof, the probability means the normalized wrt ⊓ density, i.e. Pm is the relative

(wrt ⊓) density of x0 ∈ ⊓ satisfying the above inequalities.

Theorem 3.1.

lim
m→∞

Pm(a, b) =
1√
2π

b
∫

a

e−u2/2du .

Proof. . Consider any progression Σ(k1,... ,km,ǫm) (see the formulation of the Structure

Theorem in §1). Then its probability in the sense mentioned above

P{Σ(k1,... ,km,ǫm)} = 3 · 1

6 · 2k1+···+km
=

1

2k1+···+km+1
. (3.1)

Actually the factor 3 is connected with the normalization density (⊓) = density (⊓+1)

+ density (⊓−1) = 1
6
+ 1

6
= 1

3
and additional 1 is connected with uniform distribution

of ǫm = ±1 independent on kj .
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Take large x0 ∈ Σ(k1···km,ǫm), x0 = (6(2k1+···+kmp + qm) + ǫm). Then x0 = 6p ·
2k1+···+km(1+◦(1)), xm = 6 ·p ·3m(1+◦(1)) and zm = ℓn xm

x0
= (k1+ · · ·+km)ℓn 2−

m ℓn 3+0(1). Therefore zm+m(2ℓn 2− ℓn 3) = (k1+ · · ·+km −2m) ℓn 2(1+◦(1)).

It follows from (3.1) that k1, . . . , km are independent random variables having

geometrical distribution with parameter 1
2 and k1+···+km−2m√

σm
for some σ > 0 has

limiting Gaussian distribution. This implies the statement of the theorem. In an

analogous way one can prove a limiting theorem for finite–dimensional distributions

of zm mentioned in §1.
Theorem 3.1 says that for very large x0 typical zm = ℓnxm

x0
decrease with the drift

coefficient −(2 ℓn 2 − ℓn 3). This means that xm also decrease and this gives some

reasons to expect that (3x+ 1)–problem is true. However, the main difficulty lies in

the dynamics on the intermediate scales.

§4. (rm, δm) as a Random Walk

Take (rm, δm) and a progression Σ(k1,... ,km ,ǫ) such that TmΣ(k1,... ,km,ǫ) = ∧(rm,δm)

(see the Structure Theorem). In principle it can happen that for some (rm, δm) there

are no such Σ(k1,... ,km,ǫ). But if they exist then T jΣ(k1,... ,kj ,ǫ) = ∧(rj ,δj), 1 ≤ j ≤ m,

and the sequence (rj, δj), 1 ≤ j ≤ m can be viewed as a trajectory of some random

walk which ends at (rm, δm). Different Σ(k1,... ,km,ǫ) generate different trajectories.

We shall use the notation Φm(k1, k1, . . . , km, ǫ) = (rm(k1, . . . , km, ǫ), δm(k1, . . . , km, ǫ)).

It is clear that Σ(k1,... ,km,ǫ) ⊂ Σ(k1,... ,km−1,ǫ) and Φj(k1, . . . , kj, ǫ) = (rj , δj) where

T jΣ(k1,... ,kj ,ǫ) = ∧(rj ,δj), 1 ≤ j ≤ m. Sometimes we shall use also the equivalent

writing (rm(k1, . . . , km, ǫ), δm(k1, . . . , km, ǫ)) = Φm(qm(k1, . . . , km, ǫ), ǫ). The value

of δj can be found from (2.9):

2kj ≡ δj (mod 3) (4.1)

which imposes some restrictions on possible values of kj provided that δj are given.

We shall show that there is another restriction of a similar type.

As in §2 we have the equation

3[6(3m−1p+ rm−1) + δm−1] + 1 = 2kmy ,

p ≥ 0 and 6(3m−1p+ rm−1) + δm−1 ∈ ∧(rm−1,δm−1).
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Since y ∈ ⊓ we write y = 6s+ δm where δm is found from (4.1) and

6[2kms− 3mp] + 2kmδm − 3δm−1 − 1 = 18rm−1 .

Define t by setting s = 3mt+ rm, and then define tm by p = 2kmt+ tm. Then

6[2kmrm − 3mtm] = 18rm−1 + 3δm−1 + 1− 2kmδm . (4.2)

(4.2) shows that for given δm−1 the value of km should be such that

3δm−1 + 1 ≡ 2km · δm (mod 6)

or 2km−1 · δm ≡ 3δm−1+1
2

(mod 3). Using (4.1) we can write

2km = δm + 3a(1)m

for some odd a
(1)
m . Then

2kmδm − 3δm−1 − 1

6
=

a
(1)
m δm − δm−1

2
.

Returning back to (4.2) we get

2kmrm − 3mtm = 3rm−1 −
a
(1)
m δm − δm−1

2
. (4.3)

This shows that for given rm the value of km should be such that

2kmrm +
a
(1)
m δm − δm−1

2
≡ 0 (mod 3) . (4.4)

Since a
(1)
m is odd, a

(1)
m = 2a

(2)
m +1 and a

(2)
m = gm +3a

(3)
m . Remark that a

(1)
m , a

(2)
m , a

(3)
m ,

gm are functions of km only. Actually

2km = δm + 3 + 6gm + 18a(3)m . (4.5)

For rm we can write rm = hm + 3r
(1)
m where hm can take values 0, 1, 2. The last

expression can be considered as the definition of hm, r
(1)
m as functions of rm. From

(4.4)

hmδm + gmδm +
δm − δm−1

2
≡ 0 (mod 3) (4.6′)
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or

hm + gm +
1− δm−1δm

2
≡ 0 (mod 3) . (4.6′′)

The equations (4.6′), (4.6′′) have an important interpretation. Suppose that we

are given rm, δm, δm−1. Then the value of δm determines the parity of km, the value

of rm gives the value of hm and (4.6′′) allows us to find the value of gm.

Take again (4.3). It shows how to find rm−1 knowing rm, km, δm−1. From (4.5),

(4.6′), (4.6′′)

2kmr(1)m + a(2)m δm +
δm − δm−1

2
− 3m−1tm = rm−1 . (4.7)

Using the analogy with Markov processes we can call (4.7) the backward system of

equations.

§5. The Ensemble Φ−1

m
(rm, δm).

As it follows from §3 it is natural to consider the probability distribution P for

which ǫ = ±1 with probabilities 1
2 and k1, k2, . . . , km, . . . is a sequence of indepen-

dent, random variables, also independent on ǫ and having the geometric distribution

with exponent 1
2 . All probabilities which we consider below are induced by this

distribution. For example, with respect to this distribution the probability of any

qm(k1, . . . , km, ǫ) equals 1
2k1+···+km+1 and the probability of a pair (rm, δm) is the

probability of all (q1, . . . , qm, ǫ) which give (rm, δm) under the mapping Φm. The

main purpose of this section is to study the probabilities of pairs (rm, δm).

The pair (rm, δm) can take 2.3m values. On the other hand the number of typical

(k1, . . . , km, ǫ) grows (in a weak sense) as 22m. Therefore it is natural to expect that

typically Φ−1
m (rm, δm) contains 22m · 3−m elements.

Put −c(km, δm, δm−1) =
a(1)
m δm−δm−1

2 , where (see above) a
(1)
m = 2km−δm

3 . Thus

−c(km, δm, δm−1) = 2kmδm−1−3δm−1

5
. In particular, −c(1,−1, δm−1) = −1+δm−1

2
,

−c(2, 1, δm−1) =
1−δm−1

2 , and so on. It is clear that c(km, δm, δm−1) can be positive

or negative and for large k

−c(km, δm, δm−1) ∼
2kmδm

6
.

Denote ρm = rm
3m . Then 0 ≤ ρm ≤ 1 and possible values of ρm go with the step 1

3m .

From (4.3)

ρm =
tm
2km

+
1

2km
· ρm−1 +

c(km, δm, δm−1)

2km · 3m . (5.1)
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The iteration of the last equality yields

ρm =
tm
2km

+
tm−1

2km+km−1
+ · · ·+ t1

2km+km−1+···+k1
+

m
∑

s=1

c(ks, δs, δs−1)

2km+···+ks · 3s . (5.2)

It follows easily from (4.3) and from §2 that if qm = qm(k1, . . . , km, ǫ) ∈ Φ−1
m (rm, δm)

then

qm = tm · 2km−1+···+k1 + tm−12
km−2+···+k1 + · · ·+ t2 · 2k1 + t1 . (5.3)

Put κm = qm2−(km+···+k1). We have

κm = qm2−(km+···+k1) =
tm
2km

+
tm−1

2km+km−1
+ · · ·+ t1

2km+km−1+···+k1
(5.4)

and from (5.2)

ρm = κm +

m
∑

s=1

c(ks, δs, δs−1)

2km+···+ks · 3s = κm +
1

3m

m
∑

s=1

3m−sc(ks, δs, δs−1)

2km+···+ks
. (5.5)

Since ks are independent random variables having geometric distribution with pa-

rameter 1
2
, δs = −1 or +1 depending on the parity of ks the sum km + · · ·+ ks grows

typically as 2(m − s). By this reason the last sum in (5.5) is converging, at least in

probability, takes values O(1) and has limiting distribution as m → ∞. The formula

(5.5) shows that for (k1, . . . , km, ǫ) ∈ Φ−1
m (rm, δm) the difference ρm − κm = O( 1

3m ).

Write k = k1 + · · · + km. It is a well–known combinatorial fact that the number

Hm(k) of solutions of the last equation with ki ≥ 1 equals to

Hm(k) =

(

k − 1
m− 1

)

= 2k−1 ·Gm(k − 2m) (5.6)

where Gm(k − 2m) have Gaussian asymptotics

Gm(k − 2m) ∼ 1√
2πσm

exp

{

−(k − 2m)2

2σm

}

for some constant σ > 0 and not too large |k − 2m|.
Put

θm =

m
∑

s=1

3m−sc(ks, δs, δs−1)

2km+···+ks
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and

Am,i =

{

(

(k1, . . . , km), ǫ
)

∣

∣

∣

∣

i

10
≤ θm <

i+ 1

10

}

.

Instead of 10 we could take any large enough integer. It is clear that the value

of θm is basically determined by the last km, km−1, . . . . It follows from (5.5) that

((k1, . . . , km), ǫ) ∈ Am,i ∩ Φ−1
m ((rm, δm)) iff

ρm − (i+ 1)

10 · 3m < κm ≤ ρm − i

10 · 3m . (5.7)

It is easy to show that one can find such constant γ◦ > 0 that

P{|θm| > mγ◦} ≤ 1

m
.

We shall use the notation D′
m for the set of (k1, . . . km, ǫ) for which |θm| ≤ mγ◦ .

For any value of k the number of possible (k1, . . . , km, ǫ) ∈ Φ−1
m (rm, δm) ∩ Am,i

with the given k is at most 2k

10.3m because the interval (5.7) has width 1/10 · 3m and

each κm is rational with denominator 2k and all κm are distinct by (5.3).

Therefore the probability of this set is not greater than 1
2·10·3m = 1

20·3m . As was

mentioned above P{(rm, δm)} =
∑

Φm(qm,ǫ)=(rm,δm) P{(qm, ǫ)}. Actually we can con-

sider the partition ξm of the space Ωm of pairs (κm, ǫ) onto pre–images Φ−1
m ((rm, δm)).

Denote byHm the entropy of this partition, i.e. Hm = −
∑

P ((rm, δm)) lnP ((rm, δm)).

Below the letter H is used for the entropy of a partition.

Theorem 5.1. Hm ≥ m ln 3− (2γ◦ + 7) lnm

Proof. The proof is based upon the fact that if the entropy is small then there should

be elements of partition having a big measure. This is impossible in our case. Let

Bk = {(k1, . . . , km, ǫ)|k1 + · · · + km = k}. It follows easily from the combinatorial

formula above that we can find a constant γ1 for which for all sufficiently large m

P

{

∪ Bk

|k − 2m| ≥ γ1
√
m lnm

}

≤ 1

mγ◦+2
.

Introduce the partition αm which has two elements

C′
m = ∪ Bk

|k − 2m| ≤ γ1
√
m lnm

, C′′
m = ∪ Bk

|k − 2m| > γ1
√
m lnm

,
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and another partition βm also onto two elements, D′
m,D′′

m where D′′
m is the comple-

ment of D′
m. Then

Hm ≥ H(ξm|αm ∨ βm) = −
(

∑

(rm,δm)

P ((rm, δm)
∣

∣C′
m ∩D′

m)

lnP ((rm, δm)|C′
m ∩D′

m) · P (C′
m ∩D′

m) + . . .

)

(5.8)

where dots mean similar sums multiplied by small probabilities P (C′
m∩D′′

m), P (C′′
m∩

D′
m), P (C′′

m ∩D′′
m) respectively. All conditional entropies are less than m ln 3 + ln 2

because the partition has not more than 2.3m elements. Therefore because of the

estimates of the measures all these terms in (5.7) have absolute values less than a

constant. Assume that the first sum is smaller than m ln 3 − (2γ◦ + 6) lnm. By

Chebyshev inequality

P
{

− lnP (Φ−1
m (rm, δm)|C′

m ∩D′
m) ≥ m ln 3− (2γ◦ + 3) lnm

}

≤ m ln 3− (2γ◦ + 6) lnm

m ln 3− (2γ◦ + 3) lnm
= 1− (2γ◦ + 3) lnm

m ln 3− (2γ◦ + 3) lnm
.

Therefore

P
{

− lnP
(

Φ−1
m (rm, δm)

∣

∣C′
m ∩D′

m

)

< m ln 3− (2γ◦ + 3) lnm
}

≥ (2γ◦ + 3) lnm

m ln 3− (2γ◦ + 3) lnm

and by this reason the set of (rm, δm) for which − lnP (Φ−1
m (rm, δm)|C′

m ∩ D′
m) <

m ln 3 − (2γ◦ + 3) lnm or, equivalently, P (Φ−1
m (rm, δm)|C′

m ∩ D′
m) > m2γ◦+3

3m is not

empty. We shall show that this is impossible.

By definition

P
(

Φ−1
m (rm, δm)

∣

∣C′
m ∩D′

m

}

=
P
{

Φ−1
m (rm, δm) ∩ C′

m ∩D′
m

)

P (C′
m ∩D′

m)

=
1

P (C′
m ∩D′

m)

∑

|k−2m|≤γ1

√
m lnm

|i|≤mγ◦

P
(

Φ−1
m (rm, δm) ∩ Am,i ∩Bk

)

.
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Therefore one can find i◦, k◦ such that

P
(

Φ−1
m (rm, δm) ∩ Am,i0 ∩Bk0

)

≥ m2

3m

for all sufficiently large m. But it was already shown above that this probability

cannot be greater than 1
20.3m . This contradiction proves the theorem.

Theorem 5.1 shows in what sense the distribution
{

P
(

Φ−1
m (rm, δm)

)}

is close to

the uniform. We believe that actually Hm ≥ m ln 3−const.
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